
PL 2
ETHICAL TECHNOLOGY: FOR WHOM, BY WHOM AND FOR WHAT PURPOSES



| BACKGROUND

The application of technology and artificial intelligence (AI) in healthcare offers immense potential to improve population
health outcomes by contributing to a more resilient, sustainable, and equitable health system. They have the power to
enhance the quality of, and access to, health solutions, and protect society from public health threats, thus helping countries
to advance efforts towards universal health coverage and ensure the realization of the right to health for everyone.

These technologies, however, can pose significant risk in exacerbating and entrenching existing inequalities and patterns of
discrimination, leaving those who do not have access even further behind. Equitable access to technology and AI in
healthcare is undermined by the gender digital divide - the measurable gap between women and men in their access to, use
of and ability to influence, contribute to and benefit from information and communications technologies. Proper use of digital
technologies in protecting human rights and discrimination involves the principle that health is a basic human right and
everyone should benefit from digital advancements without worrying about their privacy and security being violated.
Regulatory mechanisms should be in place that preclude any breach of privacy and confidentiality of data by public and
private sector, holding them accountable for the same.

| OBJECTIVES

The objective of this plenary session is to highlight the range of ethical and human rights concerns and threats to society
relating to the use of digital health and AI for healthcare, and explore the key principles, strategies and approaches in
mitigating and addressing these threats.

Addressing these threats are critical to effectively harness the power of digital technologies and AI to advance universal
health coverage and realize the right to health for everyone.

 

Key Issues: Scope and substance of discussion

Within the context of key ethical and societal threats highlighted above, the plenary discussion will aim to explore strategies
and opportunities to address/mitigate these threats, and to promote an enabling environment for ethical, equitable and
rights-based application of technologies and AI in healthcare.  The plenary session will focus discussion on the following key
issues:

Highlight the key threats and barriers and human rights concerns posed by digital health and AI in
healthcare on perpetuating inequalities in healthcare delivery, particularly among marginalized populations. The
Plenary session will attempt to define key ethical and rights-based principles, and identify global trends of key
threats and barriers, with a focus on algorithmic bias and discrimination, protection of health data, and the digital
divide between various segments of society and countries. Panellists will discuss emerging ethical challenges posed
by AI in healthcare - including patient safety,  data privacy and security, exacerbating  social and health inequalities
and building trust on AI in health including issues relating to misuse of private information by technology companies.

Explore strategies and measures to mitigate, address and safeguard against key threats and barriers
posed by digital health and AI in healthcare and identify opportunities for promoting an enabling environment for
technologies to be gender-responsive, equitable and inclusive. This includes strengthening digital literacy to optimise
the benefits of technology and narrowing the digital divide.

Understand the responsibilities and obligations of public and private sector actors to ensure that the
deployment of technology is guided by the principles of equity, ethics and inclusivity, including through the
promotion of intersectoral collaboration and inclusive participation, and strengthening legal, governance and
regulatory frameworks, compliance and enforcement.

Explore planetary health gaps and concerns with regards to digital and AI technology development and
implementation to promote resilient health systems, human well-being and environmental sustainability.



Moderator

Mandeep Dhaliwal
Director, HIV & Health Group, Bureau of Policy and Programme Support

United Nations Development Programme
United States of America

Dr. Mandeep Dhaliwal is the Director of UNDP’s HIV and Health Group, Bureau of Policy and Programme Support. Ms.
Dhaliwal brings to the organization over 25 years of experience working on HIV, health, human rights and evidence-based
policy and programming in low and middle-income countries. Dr. Dhaliwal joined UNDP in 2008 and was the architect of the
Global Commission on HIV and the Law and the UN Secretary General’s High-Level Panel on Access to Medicines. Prior to
joining UNDP, she was a senior adviser to the Dutch Royal Tropical Institute’s Special Programme on HIV/AIDS. From 2000 to
2006, Dr. Dhaliwal worked for the International HIV/AIDS Alliance’s Policy, Research and Good Practice Team in the United
Kingdom where she focused on issues of HIV care and treatment in developing countries. She was instrumental in expanding
the International HIV/AIDS Alliance's technical and policy work on issues of HIV care, treatment and support in Africa, Asia,
Eastern Europe and Latin America. While at the Alliance, she led the development of an operations research initiative in
Zambia on community engagement for anti-retroviral treatment. From 1993 to 2000, she worked on HIV and human rights in
India, including as the founding Coordinator of the Lawyers Collective HIV/AIDS Unit, a leading human rights organization,
establishing the Unit's legal aid, public interest litigation, legal literacy and policy/advocacy work.


